Dating quartz near saturation — Simulations and application at archaeological sites in South Africa and South Carolina
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ABSTRACT

Single-grain dating of quartz near saturation is shown to have the potential of under-estimating equivalent dose. Experimental work shows that dose recoveries can be under-estimated when the administered dose approaches saturation, an observation also seen by Duller (2012). Duller (2012) found that by calculating the ratio between the fast and medium bleaching components, the “fast ratio”, for each grain, the under-estimation can be corrected by removing those grains with low fast ratios. Similar results are shown for samples from archaeological sites in South Africa and South Carolina. To understand why grains with low fast ratios might lead to equivalent dose under-estimation, simulations using a comprehensive quartz model was employed. It was found that large grain-to-grain variation in the decay constants for the fast and medium components can cause this effect.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

The optically stimulated luminescence (OSL) signal from quartz is known to saturate at a lower dose level than the signal from feldspar. Dose response data are commonly fit to a saturating exponential function of the form:

\[ I = I_0 (1 - \exp(-D/D_0)) \]  

where \( I \) is the luminescence intensity, \( I_0 \) is the intensity at saturation, \( D \) is dose, and \( D_0 \) is the characteristic dose where the intensity is \((1-1/\exp)\) times the saturation value. Wintle and Murray (2006) report \( D_0 \) values as low as 55 Gy and recommend that equivalent dose (\( D_e \)) values of more than 2\( D_0 \) should be rejected because of high uncertainty.

Age under-estimations of quartz samples close to saturation have been reported (e.g., Lowick and Preusser, 2011), and Duller (2012) has studied the behavior of single-grain quartz close to saturation. A common symptom of older samples is a large number of grains rejected because the natural signal does not intersect a saturating regeneration growth curve. In some cases, this has been attributed to dose quenching (e.g., Bailey, 2004), but Duller (2012) notes that this can also happen, using the single-aliquot regeneration (SAR) method (Wintle and Murray, 2006), when the \( L_x/T_x \) ratio drops even though the luminescence signal \( L_x \) continues to increase at higher doses. This is because \( L_x \) begins to saturate while the signal from smaller test doses \( T_x \) does not. Because the sensitivity of the test dose increases faster than the sensitivity of the regeneration doses, this may force the growth curve to increase more slowly with dose or even to begin to go down (Duller, 2012).

Duller (2012) found from using dose recovery tests on a sample from Zambia that large administered doses were under-recovered. This under-estimation could be corrected, however, by eliminating grains with a low “Fast Ratio” (Durcan and Duller, 2011), which is the ratio between a fast bleaching signal and a slower bleaching signal. This is further examined in this paper on two sets of archaeologically-related samples that appear close to saturation: from three Middle Stone Age sites in South Africa and from sand deposits around small lakes (Carolina Bays) in coastal South Carolina.

2. Samples

Samples used in this study are listed in Supplementary Table 1. The three sites from South Africa — Diepkloof and Hollow Rock Shelter from the western Cape Province and Kathu Pan 6 from the
northern Cape Province – are described in detail in Feathers (2015). All three have Middle Stone Age occupations dating from about 60 to 80 ka. The samples from South Carolina are from sand deposits surrounding Carolina bays, which are upland ponds formed during the Late Pleistocene along the Atlantic coastal plain. While shallower deposits contain archaeological material, the samples of concern here are from deeper deposits and not associated with artifacts. Measurement procedures for both are given in Feathers (2015). To the extent different preheats may affect the results, we note that the South African samples were subjected to variable preheats between 220 and 260 °C, with no significant difference in dose recovery or Do.

3. Fast ratio

The Fast Ratio is the ratio of intensities from two integrated portions of the decay curves: one from the fast-bleaching component and one from the medium bleaching component. To determine where on the decay curves these are best distinguished, two exponential components were fit to decay curves obtained on single grains of quartz from Diepkloof with a 4 s stimulation at 40% power, using the fitting program in Risø Analyst 4.12. Adding a third component did not improve the fit for all but a few grains. From these fits, a b value, which is the product of the photo-ionization cross-section (cm²) and the stimulation light intensity (photons s⁻¹ cm⁻²), was calculated (Fig. 1). The rate of optical evaporation of charge is a function of b. The values obtained, on average, were 10.3 ± 3.4 s⁻¹ for the fast component and 2.1 ± 0.7 s⁻¹ for a “slower” component, similar to those obtained by Duller (2012), 11.1 ± 4.3 and 1.94 ± 1.0, respectively. Using these numbers to determine the integrals for the ratio is complicated, partly because the effective power the laser delivers to single grains is poorly known. For these samples we obtained integrals by scaling to Duller’s data according to the difference in power used for the original measurements (90% instead of 25%). The integrals for the fast component were the first channel, corresponding to 0.02 s, and for the slower component, 0.18–0.22 s, identical to those obtained in another study by Jacobs et al. (2013), who also used 90% power.

4. Dose recovery – fast ratio plateau

In dose recovery experiments, Duller (2012) found that for given doses more than about 70 Gy, the recovered dose on average systemically underestimated the given dose with high over-

5. Sample results

Fig. 4 shows, for the South African and South Carolina samples, the change in equivalent dose (determined by the central age model) as grains with lower fast ratios are progressively removed. For all but the Herndon Bay samples, the Do increases until a fast ratio of between 1.5 and 4 is achieved, after which removal of more grains did not change the Do value. The Herndon Bay samples, despite having about 1 in 3 grains rejected because the natural did not intersect the regeneration curve, do not apparently suffer from potential underestimation. The over-dispersion is also reduced when low fast ratio values are excluded (Fig. 5). This indicates that grains with low fast ratios are preferentially associated with low Do values, increasing the spread in the distribution. Low Do values are also associated with low De values, as might be expected (Fig. S1), although the relationship disappears at higher Do values, suggesting that removing grains with Do values more than 2Do does not bias against older grains. Lower Do values, however, do not appear to be predictors of low fast ratios (Fig. S2).
Supplementary Table 1 compares ages calculated both using all grains with acceptable signals and using only those grains with fast ratios greater than 1.5–4, depending on the sample. By removing grains with low fast ratios, the ages are increased for all samples, although not significantly for many of them.

The lack of significant difference is partly due to use of the largest component from the finite mixture model as the basis for age for most samples. (This was used to look at the structure of the broad distributions. The over-dispersion ($\sigma_b$) from dose recovery was used to constrain the variation expected for single-aged components. A smaller $\sigma_b$ was used for analysis after grains with low fast ratios were removed, because the dispersion in dose recovery was less.) For example, for UW287, where the ages with and without the fast ratio criterion are nearly identical, the finite mixture model assigned 76% of the grains to the largest component when all data were considered, but 92% when just the grains with fast ratios more than 2 were considered. In the former case, the low equivalent dose values were placed in a low value component. This nearly disappeared with the high fast ratio data, where the sample is nearly single-aged. For comparison, the age from the central age model is $52.5 \pm 4.8$ ka for all data and $63.5 \pm 7.0$ for grains with fast ratios over 2. If low fast ratios are preferentially distributed among lower equivalent dose values, those might be segregated into a lower age component that is not considered for the depositional age. The real advantage of using the fast component as a criterion for rejection therefore is the lower over-dispersion, the point also
made by Duller (2012), and therefore less risk of giving undue weight to low value components.

7. Simulations

To study why grains exhibiting a low fast ratio preferentially underestimate the dose, we performed two sets of simulations using the comprehensive quartz model described in Pagonis et al. (2008; 2011a, b). The model consists of a total of 11 electron traps and hole centers, and has been used successfully to simulate a wide variety of TL and OSL phenomena in quartz. Levels 3 and 4 in this model are of particular relevance in the experiments described in this paper, since they correspond to the fast and medium OSL components in quartz. The simulations also represent a first effort to incorporate the experimentally observed large variations of the decay constants $b_{\text{FAST}}$ and $b_{\text{MEDIUM}}$ in a quartz model, with the purpose of simulating the results of single grain experiments.

In a first set of simulations, a typical SAR protocol is simulated according to the procedure described in Pagonis et al. (2011a; 2011b) and shown in Supplementary Table 3. The model simulates a natural quartz sample which is optically bleached in the laboratory, followed by a laboratory irradiation with a dose in the range 20–120 Gy, and finally undergoing a standard SAR protocol to recover the given dose.

The variability in OSL characteristics of quartz is simulated by assuming that all the fundamental transition probabilities in the model remain constant, while all trap and center concentrations are allowed to vary randomly within a certain percentage from the values in the model. The parameters of the comprehensive model of Pagonis et al. (2011a) are used as a “standard” quartz model, and $N = 200$ versions of the parameters are generated by randomly selecting concentration values within ±20% of the original values, using uniformly distributed random numbers. This technique allows a simulation of natural variations that may occur within the same sample (Pagonis et al., 2011a,b). The optical decay constants $b_{\text{FAST}}$ and $b_{\text{MEDIUM}}$ of the fast and medium OSL components are not varied in this first set of simulations, in order to study just the effect of the 20% random variations in concentrations.

The OSL signal in the simulations is deconvoluted using two exponential components plus a background, and the fast ratio is calculated in two different ways. In the first method the integration intervals are taken as in the single grain experiments described in this paper, i.e. the first channel (0.02 s) is used for the fast OSL component, and the interval around 0.20 s is used to define the intervals for the medium component. In the second method used to find the fast ratio, the time at which the fast component drops to 1% of its numerical value is calculated, and this time is used to define the two integration intervals (Duller, 2012). These two methods give very similar results, and the results of the simulated fast ratios are found to be rather insensitive to the exact method used to calculate the fast ratio values. (In the experimental work, a second interval at around 0.4 s was also applied, with very similar results.)

The results (Fig. 6) for given doses between 40 and 120 Gy show that the recovered SAR doses are independent of the values of the fast ratio, and they are within 0.9–1.0 interval for the ratio with the given doses. Furthermore, all recycle values and zero dose values in these simulations are found to be within acceptable ranges. It is noted that the simulated values of the fast ratio in Fig. 6 are larger than 5 ($FR < 5$) for all $N = 200$ grains simulated in this first group of simulations. A typical distribution of the fast ratio values from this first set of simulations is shown in Supplementary Fig. S3 for a given dose of 80 Gy.

In a second set of simulations the experimentally seen wide variations of the optical decay constants $b_{\text{FAST}}$ and $b_{\text{MEDIUM}}$ are incorporated in the model in the form of two Gaussian distributions. The distributions have centers at 10.3 and 2.1 (s$^{-1}$), and corresponding widths of 3.4 and 0.7 (s$^{-1}$), as shown in Supplementary Fig. S4. The simulations in Fig. 6 were then repeated for $N = 200$ grains with the values of $b_{\text{FAST}}$ and $b_{\text{MEDIUM}}$ for each grain chosen randomly from these Gaussian distributions. The OSL signals are again deconvoluted in two exponential components plus a background, and the fast ratio is calculated in two different ways as previously described.

Fig. 7 shows the results of this second set of SAR simulations for the $N = 200$ grains, and for given doses between 40 and 120 Gy. The results in Fig. 7 are similar to the underestimation of the given doses at low fast ratios, as shown in the experimental data of Fig. 2. At low given doses <50 Gy the SAR protocol gives the same result independently of the value of the fast ratio of the grains. At higher doses >50 Gy the simulated data reproduces qualitatively the dose underestimation effect shown in Fig. 2 of this paper.

The purpose of the simulations in Figs. 6 and 7 is to demonstrate the phenomenon of underestimation of the dose at low FR values, and to investigate the possible underlying mechanism. The phenomenon of dose underestimation is clearly demonstrated in Fig. 7, and there is some improvement in the dose estimation when the minimum FR increases in Fig. 7, but the magnitude of this improvement is of the order of 2%. Therefore one sees mostly a qualitative agreement between Figs. 2 and 7, and the simulated 2%
improvement in dose estimation is much smaller than the improvement one sees in the real experiment in Fig. 2. Further simulation work is necessary to clarify these quantitative differences between simulation and experiment.

Supplementary Fig. S5 shows the histogram distribution of the fast ratio values from this second set of SAR simulations at a high given dose of 80 Gy. The distribution in Supplementary Fig. S5 can be compared with the corresponding distribution of fast ratios in Supplementary Fig. S3, obtained in the first set of simulations. The former distribution is seen to be wider and more heavily shifted towards higher fast ratios, while the latter distribution is shifted towards lower FR values. The combined results in Figs. 6 and 7 indicate that the introduction of the Gaussian distributions results in lower fast ratio values, i.e. the randomness in the $b_{\text{FAST}}$ and $b_{\text{MEDIUM}}$ values results in a larger contribution of the medium OSL component to the simulated OSL signal.

Further evidence for the underlying mechanism causing the underestimation of the given doses is obtained by simulating the dose response of the traps corresponding to the fast and medium OSL components in quartz (levels 3 and 4 in the model of Pagonis et al., 2011a). The average dose response for the N = 200 variants is shown in Fig. 8. The error bars in this figure represent the standard errors of the average concentrations of filled traps for the ensemble of N = 200 model variants. The fast OSL trap starts saturating at doses larger than ~50 Gy, while the medium component continues to increase over the whole dose range. The dose response of both traps is almost identical for doses up to 40 Gy. Hence for given doses larger than ~40 Gy one would expect a much larger contribution from the medium OSL trap, leading to lower fast ratios.

The main physical reason the SAR protocol does not seem to respond very well to the medium component is the competition between the two traps for electrons during irradiation, as shown in the dose response curves of Fig. 8. The dose response of both traps is almost identical for doses up to 40 Gy, so one may expect similar responses of the two traps to the SAR protocol for low doses. For doses larger than ~40 Gy the fast trap starts saturating and therefore the medium trap dominates in the competition process during irradiation, with most electrons being trapped in it rather than in the fast trap. This competition effect will also have a larger effect during the subsequent heating and OSL stages of the SAR protocol, leading to inaccuracies in the experimental separation of the two components.

As the doses increases, so does the competition between the two traps, and separation of the two components experimentally becomes more difficult. The FR basically provides a quantitative measurement of the degree of competition between the two traps.

In addition to these considerations which are based on the simulations of Fig. 8, there is also the additional experimentally induced variation in the eviction power (b-values) for the two traps. This experimental variation is likely due to experimental factors like fluctuations in the laser output, alignment of the laser beam, geometrical positioning of the grains etc.

Supplementary Fig. S6 shows the average simulated L/T signals for the N = 200 variants in the model, for the two sets of simulations carried out in this paper. Fig. S6(a) shows the L/T results for the first set of simulations based only on the 20% variations of concentrations, while Fig. S6(b) shows the resulting L/T dose response when the two Gaussian distributions are included for $b_{\text{FAST}}$ and $b_{\text{MEDIUM}}$. Both L/T dose responses in Fig. S6 are seen to have very small error bars up to doses of ~70 Gy. However, Fig. S6(b) shows clearly that for larger doses the introduction of the Gaussian distributions results in large possible ranges of the dose responses. This large possible range of L/T responses could then lead to large variations in the recovered doses from the SAR protocol.

8. Conclusions

In dose recovery experiments with single-grain quartz, using administered doses approaching the saturation limit can result in under-estimation of the dose for grains with a significant contribution from the medium bleaching component. D$_0$ determinations on single grains from natural samples, where the accumulated dose is close to saturation, may also lead to age under-estimation, as demonstrated by the examples in this paper. Simulations show that this can be caused by large variations in b values, or decay constants, for the fast and medium bleaching components. Removing grains with low fast ratios, or those with significant contributions from the medium component, can eliminate this effect and also reduce over-dispersion.
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