Anomalous fading in TL, OSL and TA – OSL signals of Durango apatite for various grain size fractions; from micro to nano scale
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1. Introduction

Anomalous fading (hereafter AF) of thermoluminescence (TL) signals is the term adopted for the rapid decay of luminescence at room temperature, instead of the stability expected for it according to standard luminescence kinetic models [1–7]. During the last 20 years, AF has also been studied in optically stimulated luminescence (OSL) and infrared stimulated luminescence (IRSL) signals [2,4–7]. It is now well established [8,9,12] that the AF effect is due to quantum mechanical tunneling, which is an important mechanism for loss of trapped electrons, inducing a source of signal instability in many types of phosphors. This loss of charge can take place directly from the ground state [11], or can be forced via an external stimulus through the excited state of the electron trap [13,14]. Recently Jain et al. [14] proposed a comprehensive model for the latter case, which will be referred to in this paper as localized tunneling recombination (LTR) model. In this model thermal or optical stimulation raises the trapped electrons into a higher energy level, from which they tunnel to the nearest neighbor luminescence center and recombine emitting light. Two important parameters of the LTR model are the trap-to-recombination center distance and a dimensionless parameter termed p′, which represents the concentration of the luminescence centers [14]. Kitis and Pagonis [15] quantified the semi-analytical model of Jain et al. [14] by deriving exact analytical expressions for different experimental stimulation modes. Later on, Pagonis et al. [16] obtained approximate expressions for the time development of nearest neighbor distribution during various types of luminescence experiments. Jain et al. [17] have extended their LTR model [14] by introducing Arrhenius analysis, and by analyzing IRSL signals that arise from truncated nearest-neighbor distributions.

Besides feldspar minerals which yield moderate AF, Durango apatite stands as an example of a material exhibiting very strong anomalous
fading; this mineral has been thoroughly studied as a reference material for AF studies [2,3,18–22]. It was shown that the AF phenomenon is ubiquitous in TL, OSL and IRSL signals of Durango apatite. In this material the AF of TL signals was studied as a function of (a) grain size in the micrometer range, (b) annealing temperature, (c) pre-dose and irradiation temperature, (d) heating rate as well as (e) the occupancy of the recombination sites. These previous detailed studies have provided strong evidence that tunneling is most likely the mechanism responsible for AF in this material [18,19,22,23]. In important recent work, Kitsi et al. [20] and Polymeris et al. [3] showed that thermally assisted OSL (hereafter TA – OSL [24]) is a much more stable signal than signals measured at room temperature. These TA – OSL signals arise from much deeper traps [24] in all types ofapatites including Durango, and demonstrate a much slower fading rate. TA – OSL provides an experimental way to access the luminescence signal from a number of traps that are thermally inaccessible in typical TL/OSL measurements, where all luminescent materials are heated up to a maximum of 500 °C [25].

The original LTR model [14] has been a major development in this research area, and has contributed in the understanding of tunneling phenomena in a random distribution of electron-hole pairs. The LTR model of Jain et al. [14], via the analytical equations by Kitsi and Pangonis [15] has been successfully applied in descriptions of luminescence of feldspars [16,26,27],apatites [3,23], contaminted quartz [28], aluminium nitride ceramics [29], YPO₄ [30], de-proteinated tooth enamel [33], and Mg₆B₃O₇:Y₃Na [31]. Recently, Şahiner et al., [32] have used the same model to study the dependence of conventional, post Infrared IRSL (pIR IRSL) and multi-elevated pIR IRSL (MET pIR IRSL) signals from a pure microcline K-feldspar on the stimulation temperature.

The main purpose of this work is to study experimentally the AF effect as a function of grain size, at the edge between the micro- and the nano-scale.

The specific goals of this work are:

1. To fabricate nanocrystalline powder samples of various sizes, by applying a dry ball milling process on Durango apatite.
2. To quantify the effective grain sizes of the powder samples using Scanning Electron Microscopy (SEM) techniques.
3. To compare and analyze the luminescence signals from these powder samples of different grain sizes, with emphasis on the g-factors which describe the AF.
4. To look for possible changes in the structure of Durango apatite due to prolonged ball milling, by using Fourier Transform Infrared (FTIR) spectroscopy.

2. Experimental procedure

2.1. Sample preparation & Ball milling conditions

The sample used in these experiments was a natural crystal of Durango apatite which is a nearly pure fluorapatite, having the chemical formula \( \text{Ca}_{9.80}\text{Sr}_{0.02}\text{Fe}_{0.02}\text{Ce}_{0.04}(\text{PO}_4)_{5.92}(\text{SiO}_4)_{0.04}(\text{SO}_4)_{0.06} (\text{F}_{1.90}\text{Cl}_{0.16}) \) [34,35] with a maximum of 3.47 wt% F and of 0.37 wt% Cl [36]. This is the same bulk material that has been previously used in similar reference fading studies [2,3,18–23].

The single piece of monocrystal was crushed gently using an agate mortar and grains of dimensions within the range 100–180 µm were obtained after dry sieving. The grains were annealed at 1000 °C for 1 h, followed by rapid cooling to room temperature; this was selected as the reference grain size fraction. This annealing treatment is necessary to empty all very deep traps, which may have been filled by the natural irradiation of the material. Previous work has shown that this annealing process does not influence the anomalous fading effect in Durango apatite [18]. Aliquots with mass of 7.5 mg each, were prepared by mounting the material on stainless-steel disks of 1 cm² area.

In order to achieve grains in the nano-size fractions, the sample was ball milled. Ball milling (hereafter BM) process was carried out inside a Retsch centrifugal ball mill, Pulverisette 6, Fritsch (model S 100). The milling was carried out in oxygen atmosphere, in a cylindrical stainless steel jar of 50 ml, using 7 steel balls of 10 mm diameter each and a rotation speed of 500 rpm. The apatite samples were milled for 0 (reference grain size fraction), 2, 4, 8, 12, 24 and 48 h in dry conditions. The initial ball-to-powder mass ratio was 40:1. The process was interrupted several times and some powder was taken out for examination. The ball milling conditions applied were previously described elsewhere [37]. Ball milling conditions were chosen to avoid the extensive agglomeration that is known to be a major problem for the ball milling of this material. After each BM time, all luminescence measurements were performed on cold-pressed pellets of the same mass, because the ball milled material was very brittle. Pellets were prepared by vacuum pumping, using a 510⁻³ m cylindrical pressing die and 10⁸ Pa pressure. The pressing time was 60 min while the mass of each pellet was 35 mg. For the conditions of the cold pressing, the authors could refer to Stathokostopoulos et al. [38].

2.2. Electron Microscopy

The morphology and the grain size distribution after each ball milling duration was obtained using a Jeol 840A scanning microscope with an energy-dispersive spectrometer attached (model ISIS 300; Oxford). Detailed SEM statistics have been applied to better monitor the particle size variation due to the milling process. The beam spot was of 1 µm in diameter, the accelerating voltage was 20 kV, the beam current was 0.4 nA, the working distance was 20 mm, and the counting time was 60 s real time.

2.3. FTIR spectroscopy

Fourier Transform Infrared analysis was performed with a Bruker FTIR spectrometer, model IFS113v, operating under vacuum. The spectra were collected in the mid-IR region (spectral range between 4000 and 400 cm⁻¹), with 32 scans and a spectral resolution of 2 cm⁻¹. Potassium bromide pellets of 200 mg were prepared -with a 0.5–1% content of the produced apatite grains- and were examined in transmittance configuration. All collected spectra showed substantially low signal-to-noise ratio. All measurements of pellets were performed in the transmittance configuration; a single Durango fluorapatite crystal was also examined in reflectance mode.

2.4. Apparatus and measurement conditions for luminescence

All luminescence measurements were carried out using a Riso TL/OSL Reader (model TL/OSL–DA–20), equipped with a high power blue LED light source (470 nm, FWHM 20 nm) and a ⁸⁶Sr/⁹⁰Y beta particle source, delivering a nominal dose rate of 0.1083 Gy/s [39]. A 9635QB photomultiplier tube with a Hoya (U-340) blue filter was used for light detection (340 nm, FWHM 80 nm). All TL measurements and heating were performed in a nitrogen atmosphere with a low constant heating rate of 1 °C/s, to avoid significant temperature lag between the sample heater and the top surface of the sample [40]; TL measurements were performed up to the maximum temperature of 500 °C. The OSL stimulation wavelength is (470 ± 20) nm for the case of blue stimulation, delivering at the sample position a maximum power of 40 mW/cm². Both conventional OSL as well as TA – OSL measurements were performed in the continuous wave configuration (CW-OSL), with the power level being software controlled and set at 90% of the maximum stimulation intensity for blue LEDs. TA – OSL was measured according to the protocol suggested by Polymeris et al. [41,42]; the optimum temperature for the OSL measurement that was determined and adopted by Polymeris et al. [3] as well as by Kitsi et al. [20] has been used, namely 200 °C.
2.5. Experimental Protocols

In order to check whether a sample yields anomalous fading, a standard test includes taking measurements of the corresponding luminescence signal immediately (promptly) after an irradiation in the laboratory, and at some later times. A series of such measurements are undertaken to plot the luminescence output as a function of storage or fading time \([1–3]\). The protocol that was applied in the framework of the present study is the same as used by Polymeris et al. [3], consisting of the following steps:

**Step 0:** Test Dose and subsequent TL measurement to obtain the initial sensitivity.

**Step 1:** Test Dose, 21.5 Gy.

**Step 2:** Storage in dark for duration \(t_0 = 0 \text{ min}\).

**Step 3:** CW-OSL for 1 s at room temperature.

**Step 4:** Remnant TL (R-TL hereafter) measurement up to 500 °C.

**Step 5:** Increase and hold temperature at 200 °C; measure CW-OSL at this temperature for 500 s to obtain the TA – OSL signal.

**Step 6:** Residual TL after TA – OSL (RTL hereafter) measurements to check whether some phototransferred signal did not give rise to a new TA – OSL signal.

**Step 7:** Repeat steps 1–6 for 12 different storage times \(t_s\), ranging up to 900 min.

**Step 8:** As in step 0, to obtain the final sensitivity.

The aim of step 4 is twofold: it measures the faded TL signal, and also empties all electron traps thermally activated below 500 °C. This protocol was applied in single aliquot/pellet mode for all grain sizes. According to our previous studies, Durango apatite does not show significant sensitivity changes following successive cycles of irradiation and TL measurements. Nevertheless, sensitivity variation tests were carried out in step 6 of the protocol. The TL glow-curves obtained from steps 0 and 6, showed a reproducibility better that 1%, implying that there is no need for sensitivity corrections \([2,3,18,20]\). After each TL measurement, a pause of 60 s was incorporated, to ensure that the temperature of the hot plate has decreased to room temperature. For measurement, a pause of 60 s was incorporated, to ensure that the temperature of the hot plate has decreased to room temperature. For each type of luminescence signal and storage time, a background measurement was performed, and during the data analysis this background was subtracted from the corresponding measurement.

3. Method of analysis

3.1. Expressions for anomalous fading rates (g-factors)

In this section we present the equations used to quantify the AF in the experiments. Two equations were used to quantify the AF in the experiments: the first one is based on a direct measurement of remnant luminescence signals, and the second is based on component analysis of the OSL and TA – OSL signals.

The TL, OSL and TA – OSL signals monitored during the current experiments are the remnant luminescence signals, i.e. the signals remaining after various times have elapsed after the end of irradiation. These remnant signals are defined as the ratio of the luminescence signal remaining after storage time \(t\), over the corresponding signal measured at a given zero time, \(t_0\). The equation describing these remnant luminescence signals is \([2,10,43]\):

\[
\frac{L}{L_0} = 1 - \frac{g}{100} \cdot \log_{10} \frac{t}{t_0},
\]

(1)

where \(L_0\) represents the first (prompt) measured luminescence signal at zero time, \(t_0\) is the elapsed time after the end of irradiation and \(L\) the signal remaining after storage time \(t\). Eq. (1) gives directly the value of g-factor which describes the luminescence signal loss in terms of percentage per decade of time. The elapsed time in our experiments includes a minimum time of 120 s between the end of the irradiation and the following luminescence measurement. The storage time also includes part of the irradiation time (100 s), while for TA – OSL, the storage time also includes the 500 s duration of the readout. Consequently, all corresponding durations are added to the storage time sequence of step 2 \([3,44,45]\).

In the present work an additional expression will be used, which was derived by Kitis and Pagonis \([46]\), based on the LTR model by Jain et al. \([14]\). This specific expression is:

\[
\frac{L}{L_0} = \exp(-12.167 \cdot \rho' \cdot [\log_10(s \cdot t)^3])
\]

(2)

where \(\rho'\) is a dimensionless parameter representing the concentration of the luminescence centers and \(s\) represents the frequency factor characterizing the tunneling process \([46]\). Eq. (2) does not yield directly the value of the g-factor as in the case of Eq. (1), so Pagonis and Kitis \([46]\) correlated the dimensionless parameters \(\rho'\) from Eq. (2) with the g-factor of Eq. (1) by suggesting the following expression:

\[
\rho_0 = 2.7035 \cdot \rho'^{1/3}
\]

(3)

It must be noted that the \(\rho_0\)-factor in Eq. (3) differs from the g-factor of Eq. (1), since the former represents the g-factor when the luminescence signal has been reduced at 50% of its prompt value after the end of irradiation. However, as it was shown by Pagonis and Kitis \([46]\), in most cases the \(\rho_0\)-factor values and the g-factor values do not differ substantially. In the framework of the present study, fading rate values will be evaluated for all three luminescence signals and for each grain size fraction, when possible, via the calculation of \(\rho_0\) and g-factors.

3.2. Expressions for the CW-OSL and TA – OSL curves

In this section we present the equations used to analyze the luminescence signals in this paper. Two equations were used to analyze the luminescence signals, based on either delocalized transitions involving the conduction band, or on localized transitions within the LTR model \([14]\).

The CW-OSL decay curves are measured with blue light, and it was decided to analyze them using the delocalized analytical solutions of the one trap one recombination center (OTOR) model. Kitis and Vlachos \([47]\) showed that the system of differential equations in the OTOR model can be solved analytically using the Lambert function \(W(z)\). The solution of the OTOR model derived by Kitis and Vlachos \([47]\) is:

\[
I(t) = \frac{N \cdot R \cdot p(t, T)}{(1-R)^2} \frac{W(z) + W(z^2)}{W(z)}
\]

(4)

where \(N\) is the total concentration of trapping states and \(W(z)\) is the Lambert W function \([48]\), and \(R = A_n/A_m\) with \(A_n, A_m\) being the re-trapping and recombination coefficients correspondingly. In the present work Eq. (4) will be used considering only the case \(R < 1\) \([47–49]\). The function \(p(t, T)\) in Eq. (4) concerns the stimulation mode used during the experiments. For the case of CW-OSL signals, \(p(t,T) = \lambda\), and the argument \(z\) of the Lambert function \(W(z)\) becomes:

\[
z = \exp\left(\frac{R}{1-R} - \ln\left(\frac{1-R}{R}\right) + \frac{t}{R(1-R)}\right)
\]

(5)

In additional to Eq. (4) which is based on delocalized transitions, in this paper we use analytical expressions from the localized LTR model of Jain et al. \([14]\). OSL and TA – OSL signals were fitted according to the equations suggested by Kitis and Pagonis \([15]\):

\[
I(t) = \frac{3n_0 \rho' \lambda^3 F(t)^3}{1 + \lambda^2} e^{-\rho' \lambda^3 F(t)^3}
\]

(6)

\[
F(t) = \ln(1 + \frac{t}{\tau})
\]

(7)

The free fitting parameters of Eqs. 6 and 7 are the tunneling luminescence lifetime parameter \(\tau = 1/\lambda\) and the dimensionless density
parameter $\rho'$. In order to describe accurately the behavior of the OSL signals at time $t = 0$, Eq. (7) was used in the empirical modified form $F(t) = \ln(e + zt)$. This empirical correction is based on the requirement that the intensity of the normalized Eq. (6) should be unity for $t = 0$.

The ROOT data Analysis Framework was used [50], while all fittings were performed using the MINUIT program [51] released in ROOT, which is a physics analysis tool for function minimization. The Lambert function $W(z)$ is implemented in ROOT through the GNU scientific library (GNU GSL) [52]. The goodness of fit was tested using the Figure Of Merit (FOM) [53] given by:

$$FOM(\%) = 100 \cdot \sum_{p} \left[ TL_{exp} - TL_{fit} \right] / \sum_{p} TL_{fit}$$

The FOM index value provides a measure for the goodness of fit; the lower its value, the better the quality of the fit.

4. Results and discussion

4.1. Ball milling procedure and grain size fractions

Fig. 1 shows two SEM backscattered images corresponding to BM durations of 2 and 48 h respectively. Note that both SEM images are presented at the same scale for the sake of comparison. This figure shows clearly that the grains in the case of the 2 h BM process are quite large, but they are still in the range of few micrometers. The second image with the BM duration of 48 h indicates much smaller grains. The SEM images were quantified by using image analysis, with the results shown in Fig. 2.

Fig. 2a shows the distributions of grain sizes and their corresponding dependence on the BM duration. The inset indicates the distribution of the grain sizes without any ball milling, after gently crushing the crystalline apatite using an agate mortar. Each distribution was fitted using a Gaussian distribution function. The position of the center of the peak represents the average grain size, and the Gaussian Root Mean Square (RMS hereafter) width corresponds to the standard deviation. As the BM duration becomes more prolonged, the distributions shift to smaller grain sizes. For BM durations up to 24 h, the distributions are quite narrow; however, BM for 48 h results in lower grain size fraction, in conjunction with a much wider distribution of grain sizes. The inset of Fig. 2a verified that when no balling is applied, the resulting grains are in the range 100–180 µm. It is worth mentioning that, by increasing the BM duration further than 48 h, only the Gaussian RMS width, thus the standard deviation changes; the centroid is almost the same. This latter feature could be due to the extensive agglomeration that is known to be a major problem for the prolonged ball milling of this material, because the ball milled material is very brittle. This is the reason why the present study is limited to BM durations up to 48 h.

Fig. 2b shows the dependence of the average grain size on the BM time, with the dashed line providing a guide to the eye. For short BM times of 2 h and 4 h, the average grain size fraction is still of the order of few µm. As the ball milling duration increases further, the average grain size fraction becomes of the order of hundreds of nm. The lowest grain sizes were achieved after 48 h of BM, and are around 200 nm; nevertheless, as the corresponding distributions showed, much smaller grains also co-exist with these much larger grains.

Fig. 1. SEM backscattered images of ball milled Durango apatite after 2 h (left) and 48 h (right) ball milling.

Fig. 2. (a) presents the grain size distribution for different ball milling durations. The inset shows the distribution for the powder without ball milling. Plot (b) presents grain size versus the ball milling duration in terms of the centroid of each distribution presented in plot (a). Errors are expressed as 1σ. The dashed line provides a guide for the eye.
4.2. Anomalous fading rate based on the integrated TL, OSL and TA – OSL signals

The analytical expressions of Section 3.1 were used to obtain the values of the g-factors for the different grain size samples.

The present study shows AF effects are ubiquitous for both TL and OSL signals, and for all grain size fractions studied in this paper. This is in agreement with the recent report by Polymeris et al. [3] that AF effect is always present in TL/OSL signals of many apatite samples, with grain sizes between 80 and 140 µm.

Fig. 3 shows plots of normalized luminescence output versus storage time, for both conventional OSL and TA – OSL integrated signals. The AF rate of integrated OSL is the same for all grain sizes between 5 µm and 200 nm (corresponding to 2 and 48 h BM respectively). Strong anomalous fading was also monitored for the case of TL (not shown here), without substantial variation in the fading rate over the various BM durations. However, the TA – OSL signals in Fig. 3 appear to be much more stable compared to both OSL and TL signals, in full agreement with previously reported results [3,20]. Most importantly, Fig. 3 shows that the AF rate for TA – OSL signals depends clearly on the grain size; as the grain size decreases, the AF rate decreases. At grain sizes resulting from the 24 and 48 h BM (average grain size 350 and 200 nm correspondingly), the AF is almost negligible. For small BM times of 2 and 4 h, the largest calculated g-factor was of the order of 4–6%.

Normalized plots of the integrated R-TL signals versus storage times were fitted using both Eq. (1) and Eq. (2). Fig. 4a shows a typical example of fitting the integrated R-TL for 8 h of BM using Eq. (1), with the g-factor evaluated directly from the fitting procedure. Fig. 4b shows an example of fitting the R-TL and R-CW-OSL signals using Eq. (2). The fitting procedure using Eq. (2) results in the value of the fitting parameter $p'$, from which the value of the g$_{50}$ is next obtained using Eq. (3).

4.3. Anomalous fading rate as a function of R-TL glow-curve temperature

In this section we study the AF factor as a function of the temperature along the TL glow curve. Previous work by Bowman [54] and Polymeris et al., [2,3] showed that the g-factor can vary for different parts of the TL glow curve, and this effect could be possibly attributed to thermally assisted tunneling [9].

On the basis of these previous studies, we attempted a differential TL glow curve analysis, towards investigating possible dependence of the AF rate on the temperature along the glow curve. Fig. 6 shows two typical TL glow curves for Durango apatite, one corresponding to a measurement immediately after irradiation (prompt curve), and one after storage of 300 min, and for two different BM times. For all grain size fractions studied in this paper, the glow-curve shape remained the
same, consisting of several overlapping TL peaks \cite{2,3,18-23}, and was not affected by the intense AF phenomena described in the previous section.

The procedure followed in the differential TL glow curve analysis was as follows. Sections of the TL glow curves within a temperature interval of $\Delta T = 10$ °C were selected, and within the range 200–400 °C; these temperature intervals are shown by vertical lines in Fig. 6. The integrated intensity for each temperature interval $T_i + \Delta T = T_i + 10$ °C is plotted as a function of the storage time, similar to the plots shown in Fig. 4. These plots were then analyzed by using both Eq. (1) and Eqs. 2–3. In this manner the g-factor is obtained for each of these intervals of width $\Delta T = 10$ °C. A total of 182 plots of R-TL versus storage time were analyzed for the various grain size fractions.

The basic fitting parameter obtained from Eqs. 2–3 is the value of the parameter $\rho'$, which is shown for all grain sizes in Fig. 7. This figure reveals two extremely interesting experimental features: (a) There is a mild but clear decrease of the $\rho'$ values as a function of the glow-curve temperature up to 400 °C, and for all grain size fractions, and (b) for the same temperature interval $T_i + 10$ °C, there is a mild differentiation on the values of the $\rho'$ parameter from the grain size corresponding to 2 h BM up to the grain size corresponding to 48 h BM.

Fig. 8a shows the g-factor as a function of the glow-curve temperature using Eq. (1), while Fig. 8b presents the values of the $g_{50}$ factors, evaluated from the $\rho'$ values of Fig. 7 using Eq. (3) for ball milling durations 0 and 48 h versus the glow curve temperature. The behavior of all other ball milling durations lies between that of 0 and 48 h of BM.

4.4. Analysis of CW-OSL decay curves

The experimental protocol of the present work includes CW-OSL measurements for stimulation duration of 1 s; in fact this is a common practice in OSL measurement protocols. In the present study, the intensity of the CW-OSL signal during this initial stimulation was very high; therefore it was decided to set a very small sampling time of 1 ms, in practice in OSL measurement protocols. In the present study, the integration process of the stimulation was fixed at 1 s; in fact this is a common practice in OSL measurement protocols.

We have attempted to fit the short CW-OSL signals using the analytical tunneling expressions according to Eqs. 6 and 7. It was found that Eq. (6) gives excellent fitting to the experimental CW-OSL decay curves of 1 s, by using a single component. A fitting example of the CW-OSL using Eqs. 6 and 7 is presented in Fig. 9. Although the value of $\rho'$ could not be obtained reliably from these fits, Fig. 10 shows the dependence of the tunneling lifetime parameter $r$ on the storage time, for two different ball milling durations of 2 h and 48 h. The rest of the experimental values of $r$ obtained for different BM times are not shown for clarity, but they lie essentially in-between the two curves in Fig. 10. This latter figure shows that the tunneling lifetime $r$ increases systematically with the storage time, and its value also depends on the grain size. This increase of the $r$ parameter with storage time can be interpreted within the LTR model, as follows. As the storage time is increased, pairs of electrons and positive charges corresponding to shorter distances recombine first, and...
only more distant pairs remain in the system, leading to an increase of effective the lifetime $\tau$. These results are also discussed in Section 5.

4.5. Analysis of TA – OSL decay curves

The TA – OSL decay curves were analyzed using a linear combination of a localized and a delocalized transition. The shapes of all TA – OSL curves yield a monotonic decay similar to the shapes of conventional CW-OSL signals. Since the TA – OSL is measured using blue stimulation with photon energies of $\sim$2.4 eV, one might expect the presence of a strong delocalized component in these signals. Therefore, we assume that the TA – OSL emission of Durango apatite can be described by a superposition of two components, a delocalized OTOR component described by Eqs. 4 and 5, and a localized tunneling component described by Eqs. 6 and 7. The results of this analysis can be summarized as follows.

Fig. 11 shows the luminescence lifetime $\tau$ of the tunneling component for each grain size fraction, as a function of fading time. The value of this tunneling lifetime increases at short fading storage times, and reaches a plateau for the more prolonged storage times. In addition, longer BM times result in higher values for the tunneling lifetime of the TA – OSL signal. The overall values of this tunneling lifetime are in the range 4–8 s. The value of the lifetime parameter $\tau$ corresponds to the time required for recombination, indicating also the distance that the electron travels before recombination, explaining thus why the value of the $\tau$ parameter for the tunneling recombination component starts to increase, reaching a final stable value. According to Figs. 10 and 11, as the grain size fraction decreases, the time required for the tunneling recombination becomes longer for both OSL and TA – OSL. A careful comparison between these two figures indicates that the tunneling recombination lifetime parameter $\tau$ for the case of TA – OSL becomes at least 200 times larger than the corresponding of the OSL. As the applied protocol includes TA – OSL measurement after both OSL and TL measurements, it is safe to conclude that prior OSL and TL measurements consume effectively the distant pairs of donors and acceptors and therefore the subsequent TA – OSL signal shows almost no anomalous fading. This explains why the lifetimes of the OSL signals are much shorter than the corresponding lifetimes of the TA – OSL signals.

The luminescence lifetime of the delocalized component (not shown as a graph here) is much larger with a value around 300 s, and is independent of both the fading storage time and of the grain size fraction.

During the fading storage time, the most proximal pairs are consumed by both radiative and non-radiative recombinations. OSL measurement follows directly after storage, sweeping the residual most distant recombination pairs of donors and acceptors; this is the reason why the fading for the case of OSL is the most intense. In between OSL and TA – OSL, the TL measurement takes place, with the TL signals indicating intense fading rates as well, even though somewhat milder when compared to the AF rates of OSL signals. This latter experimental fact indicates that TL consumes even more increasingly distant pairs, compared to the case of OSL. A subsequent (TA –) OSL measurement at elevated temperature is able to access a greater volume of the crystal, thus being able to access more distant holes. This is the reason why TA – OSL shows negligible fading.

4.6. FTIR analysis

In this section we present experimental FTIR results, which test whether any physical changes occur in the Durango apatite samples due to the ball milling procedures.

The infrared spectra of the apatite crystal are shown in Fig. 12, with Fig. 12a depicting a reference spectrum in the reflectance mode from a single crystal.

Fig. 12b shows the spectra in the transmittance mode corresponding to various ball-milling durations, along with that corresponding to the initial coarse grains. The sharp band at 1095 cm$^{-1}$, the shoulder at 1075 cm$^{-1}$ and the sharp band at 1040 cm$^{-1}$ are all attributed to the $\nu_{3}$ assignments of the antisymmetric stretching of P-O bonds of the PO$_4^{3–}$ ion [55]. The band at 960 cm$^{-1}$ corresponds to the $\nu_{1}$ symmetric stretch of the PO$_4^{3–}$ ion, the weak band at 870 cm$^{-1}$ is assigned to the combination of the $\nu_{4}+\nu_{2}$ modes [55], the strong bands at 603 and 566 cm$^{-1}$, and the shoulder at 574 cm$^{-1}$, are attributed to the $\nu_{4}$ bending of P-O bonds of the PO$_4^{3–}$ ion [55]. The band at 472 cm$^{-1}$ can be assigned to the $\nu_{2}$ mode (out-of-plane bending) of the PO$_4^{3–}$ ion [56], where it splits into two bands. The first is clearly observed at 472 cm$^{-1}$ and the second one appears as a shoulder at 463 cm$^{-1}$ [57]. The weak band at 520 cm$^{-1}$ suggests the weak participation of a silicate phase [58].

In addition to the attributed mineral fluorapatite bands, as they were described above, some accessorial bands appear in the spectrum of the initial coarse grains. The weak and broad band at 740 cm$^{-1}$ and the weak and sharp band at 668 cm$^{-1}$ introduce the presence of hydroxy-fluorapatite. Specifically, the first band shows the presence of OH…F polymerization [59] or the substitution of fluoride by OH$^{-}$ ions [60] and the second one a degree of OH…F…OH polymerization [59]. Above the first four hours of BM procedure, the carbonate content of the grains begins to appear: the weak bands at 1456, 1420, 868 and 712 cm$^{-1}$ are indicative of the detectable carbonate group, because of the OH$^{-}$, F$^{-}$ or PO$_4^{3–}$ anion substitution by CO$_3^{2–}$ [60]. These experimental results imply the formation of CaCO$_3$ in low quantities.
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An important result from this work is that the fading rate for TL and OSL does not depend on grain size. On the contrary, the fading rate for TA – OSL signals decreases as the grain size fraction is decreased, while for grain size fractions between 200 and 450 nm the fading rate stays constant. These results seem at first to contradict what one might expect from a theoretical point of view. However, recent simulation work has confirmed that the behavior seen in our experiments is possible under the right physical conditions in the nanomaterial. Specifically Pagonis et al. [63] used Monte Carlo (MC) techniques to simulate the effect of crystal size on quantum tunneling phenomena in nanocrystals, based on a critical assumption of a random distribution of electrons and positive ions. These authors have concluded that the behavior of such random distributions is determined by three characteristic lengths: (I) the radius of the crystal R, (II) the tunneling length a, and (III) the initial average distance <d> between electrons and positive ions (which is directly related to the density of charges in the material). Due to the presence of three different parameters, the tunneling recombination rate yields a complicated dependency on the size of the nanocrystals. When the tunneling length a is much smaller than both R and <d>, simulations showed that smaller crystals exhibit a faster tunneling recombination rate. However, when the tunneling length a is of the same order of magnitude as both R and <d>, the opposite effect is observed, namely smaller crystals yield slower tunneling recombination rate. The rate of tunneling in both cases reaches the limit expected for bulk materials eventually, for increasing crystalline size. The experimental results presented in this paper are consistent with, and can be interpreted on the basis of these recent Monte Carlo simulations.

A differential analysis on the TL glow curves indicated a dependence of the AF rate on the glow curve temperature, within the range 200–400 °C. This AF rate decreased with increasing temperature, and with increasing BM time, suggesting the need for more complicated models which would possibly include a combination of thermally assisted tunneling, delocalized transitions involving the conduction band, and also localized transitions. Finally, it is important to point out that the proposed component analysis of the TA – OSL decay curves was based on a linear combination of a localized and delocalized transition. Our choice of such a linear combination is rather arbitrary, since one could also choose two tunneling components for such an analysis; however it has been effectively applied before in both cases of prompt isothermal TL of Durango apatite [23] as well as to de-proteinated tooth enamel [33]. The difference in the latter choice would be that one would be dealing with competition effects, rather than a superposition of states as in our analysis. The reason we prefer to use a linear combination of localized and delocalized components, is that the blue stimulating light has a photon energy of 2.4 eV, and this should in principle be enough to raise electrons from the ground state into the conduction band. However, this is just our working hypothesis, and further experimental work needs to be carried out, perhaps with LEDs of different stimulating wavelengths. Nevertheless, the de-convolution parameters of the present analysis provide useful insight regarding the luminescence mechanism in OSL and TA – OSL, describing thus the fading behavior of the luminescence in Durango apatite.
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