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A B S T R A C T

In Thermoluminescence (TL) and Optically Stimulated Luminescence (OSL), the study of complex experimental
TL glow curves and OSL signal processing, also known as deconvolution, was revolutionized by using a single,
analytic master equation described by Lambert W function. This latter equation has been also adopted for the
case of dose response fitting. The present study exploits the utilization of Lambert W function in Python
programming environment. These analytic expressions are based on One Trap-One Recombination center
(OTOR) and Two Traps-One Recombination center (TTOR) models. Python scripts, with corresponding software
flowchart being described in general, are created to deconvolve TL, LM-OSL, CW-OSL as well as to fit dose
response experimental data. The calculated results are in agreement with those of the existing literature. Also,
all scripts are free and available in GitHub to the research community for downloading.
. Introduction

Mathematical formulation of stimulated luminescence phenomena
as always been an interesting, albeit difficult research topic. This topic
ncludes multiple tasks, such as the deconvolution of various curves
ndicating overlapping of components, fitting of dose response curves,
imulation approaches of various aspects of stimulated luminescence,
tc. This former statement is even more accurate especially for the
ase of Thermoluminescence (TL), since the differential equations of
he effect were initially solved using arithmetical assumptions (Kitis
t al., 1998). The computerized glow curve deconvolution (CGCD) anal-
sis technique has been recognized as the strongest tool available for
reating experimental glow curves of TL. Various physical single peak
odels are available for the description of single glow curves compo-
ents; for a review on these models, the reader could refer to Kitis et al.
2019) and Konstantinidis et al. (2021). The use of Lambert W function
n the description of stimulated luminescence has highly improved the
econvolution analysis technique. Earlier, Kitis and Vlachos (2013) and
ingh and Gartia (2013) have demonstrated that this function could
e used in order to construct an analytic solution for the differential
quations that govern Thermoluminescence. Later on, these equations
ere transformed so that to include practical fitting parameters, such as

he maximum intensity (𝐼𝑚) and the temperature corresponding to this
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(𝑇𝑚) (Sadek et al., 2014b,a). In a recent review article, Kitis et al. (2019)
have reported that the use of Lambert W function enables a single
master equation for the description of the entire spectrum of stimulated
luminescence curves, including TL, Optically Stimulated Luminescence
(OSL) as well as isothermal TL.

Moreover, the dose response curves require fitting analysis; in many
cases these were fitted using empirical equations, namely linear, sat-
urating exponential or even a combination of those aforementioned
equations. In another expression, the luminescence intensity is related
to the 𝜇-power dependence of the dose. The coefficient 𝜇 being the
main fitting parameter of interest, is also named as the linearity co-
efficient, as it indicates important information regarding supra- or
sub-linear behavior of the dose response. Pagonis et al. (2020a) and
Pagonis et al. (2020b) have exploited the use of Lambert W function in
an effort to fit the dose response curves using analytic expressions that
are much more physically meaningful. This equation provides a simpler
interpretation of the shape of the dose response curve than the empiri-
cal 𝜇-power dependence of the dose, for many types of materials and for
TL, OSL and ESR signals, as it contains physically meaningful param-
eters that provide information on the physical mechanism governing
the behavior of the dose response data. Moreover, this new approach
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was proven to be much more efficient, not to mention successful, in
cases where severe supra-linearity takes place. Nevertheless, possible
luminescence age limit extensions along with improving the accuracy of
the calibration of luminescence dose response beyond its linear region,
namely close to the saturation points, stand among the most important
possible outcomes of this latter approach.

Regardless whether Lambert W function is being used either for
deconvolving luminescence signals or fitting dose response curves, R
stands as the most important fitting parameter; it corresponds to the
ratio of the re-trapping over the recombination coefficients, and indi-
cates the order of kinetics. The significance of such parameter is similar
to the significance of the b parameter in the GOK model, representing
the parameter that identifies the order of kinetics. Thus, in general, it
takes values ranging between 0 and 1, with the first value corresponds
to negligible re-trapping and first order of kinetics, while the later value
indicates significant re-trapping and second order of kinetics (Kitis and
Vlachos, 2013).

The use of Lambert W function in either deconvolution of stimulated
luminescence curves or fitting of dose response curves requires exces-
sive exertion. Even for the case of the most widely spread commercially
available software such as Excel, this equation is not a built-in a func-
tion; thus it requires an implementation to the software. Konstantinidis
et al. (2021) have recently reported on such implementation of Lambert
W. The present work follows on directly from this latter aforementioned
citation, aiming to describe the contribution of Lambert W function
in a computing environment developed in Python to the (a) deconvo-
lution of stimulated luminescence curves and (b) fitting experimental
dose response curves. In terms of software development, R (Pagonis,
2021) and Python stand out as the two most often used programming
languages for stimulated luminescence analysis, and are even included
in many commercially available luminescence readers as part of their
computational software. Since Lambert W function, and its equivalent
Wright Omega function (Singh and Gartia, 2015), are already built-in
to Python’s library SciPy, an implementation for any of those functions
is not further required, so they can be automatically imported in the
form of a command. Additionally, the entire analysis is being presented
in the form of open-source scripts that are being uploaded to GitHub,
being available to the entire luminescence community not only for
use, but for any possible further improvement by researchers that are
willing to contribute. Finally, in order to establish the credibility of
the analysis, the results of the present study are compared to (a) the
corresponding results using the software by Konstantinidis et al. (2021)
and (b) the corresponding results using the General Order Kinetic
(GOK) model in the commercially available environment of Afouxenidis
et al. (2011).

2. Analytic expressions for software development

The software development for CGCD analysis of complex stimulated
luminescence curves requires analytic equations for the single compo-
nent of each stimulation mode. The analytic single component model
used is of physical basis because it was obtained from the analytic solu-
tion of the One Trap One Recombination center model (OTOR) shown
in Fig. 1 (Kitis and Vlachos, 2013). In the OTOR model, the transition
results to the creation of the electron–hole pairs. 𝐴𝑛 (cm3s−1) and 𝐴𝑚
(cm3s−1) are the retrapping and recombination coefficients. In this case,
𝑁 (cm−3) and n (cm−3) are the concentrations of the available electron
traps and of the electrons trapped in N, while M (cm−3) and m (cm−3)
represent the same concentrations for the holes. The analytic solution
of the OTOR model provides a core equation which is the same for
all stimulated luminescence phenomena, named as ’master equation’.
Before the script description, the expressions used are displayed below
for the cases of TL, Linearly Modulated OSL (LM-OSL) and Continuous
Wave OSL (CW-OSL):
2

Fig. 1. Schematic diagram of the stimulation, recombination and retrapping stages in
the framework of the OTOR model.

2.1. Analytic equations for TL glow peak

TL equations

𝐼(𝐼𝑚, 𝑇𝑚, 𝐸, 𝑅, 𝑇 ) = 𝐼𝑚 exp
(

𝐸(𝑇 − 𝑇𝑚)
𝐾𝑇𝑇𝑚

)

𝑊 (𝑒𝑧𝑚 ) +𝑊 (𝑒𝑧𝑚 )2

𝑊 (𝑒𝑧) +𝑊 (𝑒𝑧)2
(1)

𝑧 = 𝑅
1 − 𝑅

− ln
( 1 − 𝑅

𝑅

)

+
𝐸 exp(𝐸∕𝐾𝑇𝑚)

𝐾𝑇 2
𝑚

𝐹 (𝑇 ,𝐸)
1 − 1.05𝑅1.26

(2)

𝐹 (𝑇 ,𝐸) = 𝑇 exp(−𝐸∕𝐾𝑇 ) + 𝐸
𝐾

⋅ 𝐸𝑖(−𝐸∕𝐾𝑇 ) (3)

where 𝐼𝑚 is the maximum TL intensity, 𝑇𝑚 the temperature at 𝐼𝑚, E the
activation energy, −𝐸𝑖(−𝑥) = 𝐸1 = ∫ ∞

𝑢
𝑒−𝑥

𝑥 𝑑𝑥 the exponential integral
and 𝑅 the re-trapping to recombination probabilities ratio.

2.2. Analytic equations for LM-OSL component

LM-OSL equations

𝐼𝑚 =
𝑡 ⋅ 𝐼𝑚𝜆
𝑡𝑚

𝑊 (𝑒𝑧𝑚 ) +𝑊 (𝑒𝑧𝑚 )2

𝑊 (𝑒𝑧) +𝑊 (𝑒𝑧)2
(4)

𝑧 = 𝑅
1 − 𝑅

− ln
( 1 − 𝑅

𝑅

)

+ 𝑡2

𝑡2𝑚

1
(1 − 𝑅)(1 + 0.534156 ⋅ 𝑅0.7917)

(5)

where 𝐼𝑚 is the maximum LM-OSL intensity, 𝑡𝑚 the time corresponding
to 𝐼𝑚, 𝜆 the stimulation decay constant and 𝑅 the re-trapping to
recombination probabilities ratio.

2.3. Analytic equations for CW-OSL decay curve

CW-OSL, ITL equations

𝐼(𝑡) =
𝐼𝑚𝜆

𝑊 (𝑒𝑧) +𝑊 (𝑒𝑧)2
(6)

𝑧 = 𝑅
1 − 𝑅

− ln
( 1 − 𝑅

𝑅

)

+ 𝜆𝑡
1 − 𝑅

(7)

where all symbols have been previously explained.

2.4. Analytic OTOR dose response equation and the supralinearity index
f(D)

Dose response OTOR equation

𝐼(𝐷) = 𝐼0

⎡

⎢

⎢

⎢

⎢

⎣

1 +
𝑊

(

(𝑅 − 1) ⋅ exp
(

(𝑅 − 1) 𝑒−
𝐷
𝐷𝑐

))

1 − 𝑅

⎤

⎥

⎥

⎥

⎥

⎦

(8)

where 𝑅 = 𝐴𝑛∕𝐴𝑚, with 𝐴𝑛 the trapping coefficient, 𝐴𝑚 the recombi-
nation coefficient and 𝐷𝑐 the saturation dose of electron traps.

Supralinearity index f(D), OTOR

𝑓 (𝐷) = 1
𝑘𝐷

(

1 −
𝑊 (𝑧1)
𝑅 − 1

)

(9)

where 𝑧 = 𝑧 ⋅ 𝑒−𝐷∕𝐷𝑐 , 𝑧 = (𝑅 − 1) ⋅ 𝑒𝑅−1 and 𝑘 = 1 ⋅ 𝑊 (𝑧𝑅) .
1 𝑅 𝑅 (𝑅−1)𝐷𝑐 1+𝑊 (𝑧𝑅)
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In all cases of aforementioned equations, 𝐼𝑜 corresponds to the
aturation intensity and the functions W() and Ei are special functions
ontributing to all stimulated luminescence phenomena. For a detailed
resentation see Section 3.1.

.5. Analytic TTOR dose response equation and the supralinearity index
(D)

Researchers created the mixed order kinetics (MOK) model (Chen
t al., 1981; Kitis and Gomez-Ros, 2000), which is a linear mixture of
irst and second order kinetics equations, to bridge the gap between
hese two aforementioned order of kinetics.

The analyzed Two Traps One Recombination center model (TTOR)
escribes superlinear dose response as a competition between two
lectron traps during a sample’s irradiation stage.
Dose response TTOR equation

(𝐷) = 𝐼0

[

1 −
(

1
𝐵

𝑊
(

𝐵𝑒𝐵 𝑒−
𝐷
𝐷𝑐

))𝛼]

(10)

ith 𝛼 = 𝐴2
𝐴1

, 𝐵 = 𝑁1(𝐴1−𝐴𝑚)
𝐴2𝑁2+𝐴𝑚𝑁1

and 𝐷𝑐 are free parameters depending
on the values of trap populations and cross sections for trapping and
recombination. In Eq. (10), for the case of TTOR model, the previously
used parameter of the re-trapping coefficient of electrons (𝐴𝑛 (cm3s−1))
is now clearly replaced by 𝐴2, and 𝐴1, referring to the two different
traps, also those indexes have the same meaning for the other param-
eters accordingly (𝑁1 and 𝑁2) (Wintle and Murray, 1997; Alexander
and McKeever, 1998).

Supralinearity index f(D), TTOR

𝑓 (𝐷) = 1
𝑘𝐷

[

1 −
(

𝑊 (𝑧2)
𝐵

)𝛼]

(11)

here 𝑧2 = 𝑧𝐵 ⋅ 𝑒−𝐷∕𝐷𝑐 , 𝑧𝐵 = 𝐵 ⋅ 𝑒𝐵 and 𝑘 =
(

1
𝐵

)𝛼 𝛼
𝐷𝑐

⋅ (𝑊 (𝑧𝐵 ))𝛼

1+𝑊 (𝑧𝐵 )
.

2.6. Goodness of fit

In order to determine if a fit is successful, the TL and OSL research
community uses the Figure Of Merit (FOM%) indicator of Balian and
Eddy (1977). It is given by the following expression:

𝐹𝑂𝑀(%) = 100 ⋅
∑

𝑖

|𝑌𝑒𝑥𝑝 − 𝑌𝑓𝑖𝑡|
𝐴

(12)

where 𝑌𝑒𝑥𝑝 is the experimental data, 𝑌𝑓𝑖𝑡 is the theoretical data that
results from the fitting and 𝐴 is the area of the fitted curve.

3. Selection of programming language

All deconvolution and dose response fitting analysis were conducted
in Python, with all required libraries used to generate the relevant
scripts for each task. More specifically, Python is undoubtedly one
of the most widely used and popular programming languages today,
owing to its simple syntax, which emphasizes natural language like ev-
eryday English. Furthermore, the user has the option of selecting from
a variety of libraries for mathematical analysis and data processing
along with the proper documentation on how to use them. Python’s
popularity has resulted in a large community of Python users from
whom one may get helpful advice on any script or lessons on how to
get started with Python.

For the applications on the stimulated luminescence, Python offers a
significant advantage compared to other computing environments. The
Lambert W(), Wright Omega(), and Exponential integral Ei() functions
were previously included within the utilized libraries. This makes the
analysis much less time consuming, as the users may use these functions
at any moment in their script by just typing their name (for example, for
the Lambert W function, simply typing lambertw() is required). Taking
all the aforementioned into account, as well as Python’s open-source
3

licensing, Python is an excellent starting reference point for researchers p
who are new with coding due to its user-friendly syntax and available
support.

The scripts in this work use a plethora of libraries, including NumPy
for editing n-dimensional tables, CSV for reading and writing csv
files, SciPy.special to import the Lambert W(), Wright Omega(), and
Exponential integral Ei() functions, EasyGUI to create pop-up boxes,
Pandas to handle data frames, Pybroom to ‘‘clean’’ data frames, and
Matplotlib.plot to create plots.

The curve fit command from the SciPy.optimize sublibrary and the
Lmfit library were used for optimization. Due to the fulfillment of
the conditions for their use and their ability to produce very good
fittings, three optimization methods from the LMFit library were used:
Levenberg–Marquardt algorithm (a repetitive technique that tracks
down the minimum of a multi-valued function that is expressed as
the sum of squares of non-linear real-valued functions), Nelder–Mead
simplex algorithm (generates a sequence of simplices to approximate
an optimal point of minf(x) and Powell’s method (gradient-free mini-
mization algorithm). All three methods were tested in order to compare
the outcomes and determine which method was the most effective.

3.1. Special functions 𝑊 (), 𝜔() and 𝐸𝑖()

Python, Maple, MATLAB, Maxima, and Mathematica (Peng et al.,
2021) contain, as said before, the Lambert 𝑊 () (equivalent the Wright
Omega function) and the exponential integral function 𝐸𝑖() as built-in
functions like any other ordinary function. This allows the user to call
each function purely by its name throughout the script. This built-in
form of these functions makes all expressions used in the present work
to be purely analytic.

As 𝑒𝑧 → ∞, 𝑊 (𝑒𝑧) overflows. In this case, in the Python scripts 𝑊 ()
can be precisely approximated using the following expression (Peng
et al., 2021):

𝑊 (𝑒𝑧) = 𝑧 − ln(𝑧) (13)

Another way to avoid the overflow is to replace the 𝑊 (𝑒𝑧), in all
quations above, by the Wright 𝜔() function by utilizing the relation-
hip:

(𝑒𝑧) = 𝜔(𝑧). (14)

This is another advantage of Python, the co-existence of Lambert
and Wright Omega function as built-in functions. It must be noted,

owever, that the replacement of 𝑊 (𝑒𝑧) with 𝜔(𝑧) holds only for the
irst real branch of the Lambert 𝑊 () function (Corless et al., 1996;
orless and Jeffrey, 2002)

.2. Running the analysis program

The protocol for script run is shown in Fig. 2. In this Flowchart,
here are two distinguished colors (light gray and pink) describing the
rocess that the program follows in order to analyze the experimental
ata. The same procedure in terms of programming structure, is fol-
owed either for the deconvolution of stimulated luminescence signals
TL and OSL) or for fitting the dose response curves. In the back-end
f the program there is a pre-written script, in which the appropriate
ibraries have been inserted, such as NumPy and SciPy among others.
ollowing that, depending on the experimental phenomenon, the ap-
ropriate expressions have been defined in the form of functions in
rder to fit the experimental data based on the theoretical expressions.
n order to ensure a good fit for the experimental measurements, it is
ssential that the Figure Of Merit (FOM %) should be as low as possible;
OM of 3% or lower is highly desirable. The other part that script
ollows (light pink color on the Flowchart) is the part of user’s actions
oncerning the input of the data, the selection of the optimization
ethod and the results of the analysis in the form of output files. This
art of the program can be summarized as follows:
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Table 1
Format of the file containing the initial values of all fitting parameters;
the specific example corresponds to the deconvolution analysis of a
TL glow curve.

Im, Tm, E, R Min Max

17302 16000 18000
337 273 304
0.9 0.3 2.5
0.028 0.00001 0.9

(empty line, 2nd peak)

65678 64000 66000
391 273 400
1.25 0.3 2.5
0.008 0.00001 0.9

(empty line, 𝑛th peak)

Table 2
File containing the fitting parameters of each peak for the case of TL deconvolution.

Peaks Imax Tmax E R s Total fom

0 Peak1 17302.32 337.859 0.972 0.029 3.04E+13 1.893
1 Peak2 65678.75 391.501 1.257 0.008 1.45E+15
2 Peak3 64231.62 430.066 1.362 0.044 7.5E+14
3 Peak4 72037.33 461.681 1.64 0 7.13E+16
4 Peak5 192966.8 487.976 2.2 0.018 5.56E+21

Input 1: A pop-up window prompts the user to enter the file holding
the experimental data. This is a basic text file in tab-delimited
format with three columns: the first column contains the num-
bering of experimental points, the second column includes the
independent variable, and the third column contains the experi-
mental values of 𝑦 variable. The latter is always the luminescence
signal; however for the cases of dose response curves it represents
an integrated signal over an entire TL peak or OSL component.
The independent x-variable could be (a) temperature (K) for the
case of deconvolution of TL signal, (b) time (s) for deconvolving
either CW- or LM-OSL curves and (c) dose (Gy) when fitting dose
response curves. According to the type of data set and analysis
required, the appropriate equation is selected.

Input 2: Then, the program asks the file in tab-delimited text format
containing the initial values of the free parameters which are
given by a file as that of Table 1 in the same pop-up box.

Input 3: A second pop-up window will appear, prompting the user to
fill in the spaces with essential information when deconvolution
of either TL glow curve or OSL decay curve is to be performed
(number of peaks/components, initial values and range of kinetic
parameters).

Input 4: Finally, from a third pop-up box the user will choose which
optimization method he wants for the deconvolution/fitting pro-
cess.

As shown, the user solely interacts with the script through a visual
environment that includes instructions for each step. This implies that
any user, regardless of programming experience, may work on these
scripts.

When the program finishes the analysis, it creates a plot and the
output files:

utput file 1: A file containing the analyzed data set (TL glow curve,
OSL decay curve or Dose response) (Table 3).

utput file 2: A file containing the values of all fitting parameters of
each peak, component, response curve (Table 2).

utput file 3: (Optional) The user has the opportunity to create dif-
ferent files that contain the output results for each component
separately through a fifth pop-up box.
4

Table 3
File containing the theoretical and experimental data of a glow curve.

𝑥 Data Best fit Residual Model (tl, prefix=‘tl0’) ...

0 325 6502 9550.328 3048.328 9466.152 ...
1 326 9346 10334.09 988.087 10237.471 ...
2 328 11780 11961.24 181.238 11834.28 ...
3 330 13538 13603.17 65.169 13436.897 ...

Fig. 2. Flowchart of Python scripts.

4. Results and discussion

4.1. Deconvolution of various stimulated luminescence signals

In this section, specific examples of deconvolution analysis will be
presented for the cases of TL glow curve, LM-OSL decay curve as well
as CW-OSL decay curve. Therefore, the deconvolution results using the
Lambert W function in the Python computing environment (hereafter
approach LW P) will be compared to corresponding deconvolution
analysis using (a) the Lambert W function in the Excel commercial
spreadsheet (hereafter approach LW E , Konstantinidis et al., 2021),
(b) the General Order Kinetic (GOK) in a commercial spreadsheet
(hereafter approach GOK , Afouxenidis et al., 2011).

In the framework of the present study, three different minimizing
algorithms were used and tested; the Nelder–Mead simplex algorithm,
the Levenberg–Marquardt algorithm and the Powell simplex algorithm.
The easy use of these minimizing approaches in Python computing
environments stands as an alternative argument towards its application
to stimulated luminescence. Table 4 presents all FOM values corre-
sponding to the three different cases of stimulation moduli and all
three minimizing approaches that were conducted. It is already known
by the literature that the FOM should be lower than 2% in order
for the deconvolution to be highly desirable. Generally, FOM values
higher than 10% are strongly unpreferable, while those between 3%
and 10% should be re-evaluated based on the deconvolution. As it
can be observed in Table 4, in all cases FOM values range between
1.5 and 2, indicating that the deconvolution quality does not depend
on the minimizing simplex approach. For the rest of the study, the
Levenberg–Marquardt algorithm was adopted.

In order to check the applicability of the new deconvolution soft-
ware in the case of TL, a TL glow curve of TLD 700 (LiF:Mg, Ti
dosimeter manufactured by Harshaw Chemical Co., USA, with per-
centages 0,007% of 6Li and 99,993 of 7Li) was used. The reason
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Table 4
FOM values corresponding to (a) TL, LM-OSL and CW-OSL curves and (b) to three
different minimization algorithms. One single example for TL, LM-OSL and CW-OSL
was fitted using all three minimization approaches. All curves included at least 1000
data points.

Phenomenon FOM Best method
LM NM Powell

TL 1.893% 1.794% 1.663% LM
LM-OSL 1.498% 2.766% 1.246% LM
CW-OSL 0.131% 0.131% 0.131% NM

Fig. 3. Deconvolution of TL glow curve from TLD-700 sample using the LW P
approach. Experimental data are presented as data points while continuous lines
correspond to individual TL peaks and the total fit.

for this selection is multifold: (a) the corresponding TL glow curve
is quite complex, consisting of several overlapping peaks, at least 8
within the temperature range between room temperature and 350 ◦C,
(b) the TL glow curve of such dosimeter has been effectively de-
convolved, not only in the voluminous literature but also from our
group (Horowitz et al., 1979a, 1980; Kitis and Otto, 2000; Sadek
et al., 2015; Konstantinidis et al., 2020), providing this experience, (c)
the GLOCANIN project includes it as reference material for reference
TL glow curves (Bos et al., 1993, 1994). Deconvolution analysis is
presented in Fig. 3 while the corresponding fitting parameters are listed
in Table 5; the same Table includes the deconvolution parameters of the
other two approaches (LW E and GOK) for the sake of comparison.
Specifically, all peaks seem to follow the first order kinetics and the
activation energies are in alignment with those of the aforementioned
literature (i.e. 1, 1.25, 1.35, 1.65 eV for peaks 1–4 and 2.2 eV for the
known dosimetric peak 5 of TLD-700). As for the 𝑇𝑚 values, there is
no significant difference between the literature and the present study.
Similarly to the experimental TL glow curve, all three approaches were
used for deconvolving the reference TL glow curve RefGLOW009 of the
GLOCANIN project (Bos et al., 1993, 1994). The results of the specific
deconvolution analysis are presented in Fig. 4 and Table 6 in a similar
way.

A closer look at Tables 5 and 6 will reveal an excellent agreement
among the three different deconvolution approaches, especially when it
comes to discuss the parameters Tm and E. This very good agreement
is monitored in both cases of experimentally obtained TL glow curve
of TLD 700 and RefGLOW009. Special care should be addressed while
comparing the parameters of the order of kinetics, namely the R pa-
rameter in the case of the Lambert W function versus the b parameter
in the GOK model. There is a one-to-one correlation between those two
for the cases of (a) negligible re-trapping, where R takes values close
or equal to 0 and b values close to 1 and (b) the case where the values
5

Fig. 4. As Fig. 3 for RefGLOW009 curve.

Table 5
Comparison of the calculated values of 𝐼𝑚, 𝑇𝑚, E and R parameters among different
deconvolution approaches for the case of TLD 700. R is absent in the case of GOK,
which uses the kinetic order parameter b.
𝐼𝑚⋅10000 (A.u.)

LW Python LW Excel GOK

P 1 1.7302 1.7265 1.7302
P 2 6.5679 6.5894 6.5679
P 3 6.4232 6.4558 6.4232
P 4 7.2037 7.1463 7.2037
P 5 19.2967 19.2330 19.2967

𝑇𝑚 (K)

LW Python LW Excel GOK

P 1 338 338 337
P 2 392 392 392
P 3 430 430 430
P 4 462 462 461
P 5 488 488 488

E (eV)

LW Python LW Excel GOK

P 1 0.97 0.97 0.98
P 2 1.26 1.26 1.26
P 3 1.36 1.36 1.36
P 4 1.64 1.64 1.63
P 5 2.20 2.20 2.20

R (b for GOK)

LW Python LW Excel GOK

P 1 0.029 0.028 1.01
P 2 0.008 0.008 1.01
P 3 0.044 0.043 1.01
P 4 0.001 0.001 1.01
P 5 0.018 0.017 1.03

of b get close/equal to 2 and the values of R approach unity, indicating
intense re-trapping. Both Tables suggest that in all cases, first order of
kinetics describes all TL glow peaks.

Fig. 5 presents the corresponding deconvolution analysis on the LM-
OSL signal for a quartz sample (from 0% to 90% of the maximum
stimulation intensity of 40 mW/cm2, light wavelength: 470 nm, stim-
ulation duration P: 1000s, stimulation temperature: 25 ◦C) originated
from Northern Greece (Koupa village, Polymeris et al., 2009). The
deconvolution results of all three approaches are presented in Table 7.
For the bell-shaped LM-OSL decay curve, the agreement among the
parameters of the three deconvolution approaches is not so spectacular
as for the case of TL. At first, minor divergence is monitored for the



Radiation Measurements 154 (2022) 106772K. Prevezanou et al.

p
a
e
a
t
o
b
f
d
p
S
t
n
o
a
t
p
t

a

Table 6
Comparison of the calculated values of 𝐼𝑚, 𝑇𝑚, E and R param-
eters among different deconvolution approaches for the case of
RefGLOW009. R is absent in the case of GOK, which uses the kinetic
order parameter b.
𝐼𝑚⋅10000 (A.u.)

LW Python LW Excel GOK

P 2 0.9677 0.9811 0.9767
P 3 1.9735 1.9880 1.9622
P 4 2.5259 2.4564 2.3452
P 5 6.0256 6.1893 6.3303

𝑇𝑚 (K)

LW Python LW Excel GOK

P 2 387 387 387
P 3 427 428 428
P 4 461 461 460
P 5 488 488 488

E (eV)

LW Python LW Excel GOK

P 2 1.23 1.24 1.26
P 3 1.30 1.34 1.31
P 4 1.60 1.60 1.59
P 5 2.19 2.16 2.03

R (b for GOK)

LW Python LW Excel GOK

P 2 0.001 0.019 1.01
P 3 0.017 0.059 1.01
P 4 0.100 0.013 1.01
P 5 0.069 0.060 1.03

parameters of deconvolution parameters 𝑡𝑚 and 𝜆; the values of these
arameters differ almost as 10%–13%. Nevertheless, both parameters
re included in the calculation of the photo-ionization cross section of
ach peak. It is quite apparent that these latter values stand in excellent
greement among the three deconvolution approaches. Nevertheless,
he most prominent lack of agreement is yielded for the case of the
rder of kinetics. Despite the ubiquitous restriction for R, taking values
eing between 0.00001 and 1, it is quite important to remind that
or the luminescence signals for quartz the first order of kinetics is
ominant. In both cases where the R parameter is used, the minimizing
rocedure shows a tendency to prefer large values for this parameter.
imilar features were also reported by Konstantinidis et al. (2021) for
he case of the LW E approach. Unfortunately, for general order of ki-
etics, the values of R between 0.51 and 0.63 lie well beyond the region
f first order of kinetics. Nevertheless, these values were approved by
nother scientific criterion for verifying the physical meaningfulness of
he deconvolution procedure, arising from checking the values of the
hoto-ionization cross section for each LM-OSL component, according
o the corresponding 𝜆 values (Konstantinidis et al., 2021). Since stim-

ulated luminescence signals from quartz are described dominantly by
first order of kinetics, in the deconvolution process the program shows
a sensitivity in the initial values, so in order to avoid cases of second
or even general order the R-parameter should be set close to R values
depicting first order of kinetics.

Deconvolution analysis of CW-OSL decay curve seems to be more
practical in terms of simplicity, as it involves one fitting parameter less
for each component. Moreover, as Kitis and Pagonis (2008) have al-
ready argued, the resolution of a CW-OSL enables the use of maximum
three decaying components. An example of deconvolution analysis
for the CW-OSL signal from BeO (Aslar et al., 2019) is presented in
Fig. 6. Table 8 presents the fitting parameters of all three deconvolution
approaches. Agreement seems quite straightforward, even for the case
of the R parameter describing the order of kinetics along with the
re-trapping probability. The results of the present analysis stand in
excellent agreement with previously reported results on BeO from
Thermalox, where OSL is dominated by first order kinetics (Aslar et al.,
2019).
6

Table 7
Comparison of 𝑡𝑚, R and 𝜆 parameters among three deconvolution approaches for the
case of an LM-OSL of a quartz sample from Greece. Again, the GOK method "uses" the
kinetic order b instead of R.
𝑡𝑚 (s)

LW Python LW Excel GOK

C 1 3.94 4.74 3.99
C 2 12.64 12.64 12.58
C 3 136.07 131.22 133.94
C 4 305.11 254.65 303.99

R (b for GOK)

LW Python LW Excel GOK

C 1 0.24 0.22 1.18
C 2 0.61 0.63 1.28
C 3 0.55 0.36 1.04
C 4 0.9 0.51 1.01

𝜆 (𝑠−1)

LW Python LW Excel GOK

C 1 15.527 10.688 13.480
C 2 1.654 1.698 1.730
C 3 0.020 0.013 0.022
C 4 0.003 0.004 0.004

Table 8
Comparison of 𝜆 and R (b for GOK) parameters among three
deconvolution approaches for the case of an CW-OSL of a BeO sample.
𝜆 (𝑠−1)

LW Python LW Excel GOK

C 1 0.143 0.143 0.145
C 2 0.001 0.001 0.001

R (b for GOK)

LW Python LW Excel GOK

C 1 0.09 0.09 1.03
C 2 0.01 0.01 1.20

4.2. Dose response curves

In this section, specific examples of fitting analysis are presented for
the cases of dose response curves with and without intense supralinear-
ity. Therefore, the fitting results using the Lambert W function in the
Python computing environment (LW P approach for dose response fit-
ting) are compared to the corresponding dose response fitting analysis
using solely the approach LW E (Konstantinidis et al., 2021). Both ap-
proaches were applied for both cases of dose response models, namely
OTOR and TTOR; moreover, the supralinearity index f(D) (Horowitz,
1981; Mische and McKeever, 1989) was also derived arithmetically ac-
cording to the experimentally obtained dose response’s data points and
was further fitted independently using the corresponding equations. It
is quite important to note that for a single dose response using the
same model, the LW P approach results in two different, independently
obtained sets of fitting parameters; one for the fitting analysis of the
dose response and another corresponding to the fitting analysis of the
supralinearity index f(D).

Fig. 7a presents an example of dose response fitting analysis for the
case of TL from Al2O3:C grains while Fig. 7b depicts the corresponding
analysis for the supralinearity index f(D). Analysis was performed using
the OTOR Eqs. (8) and (9) respectively. The corresponding model
involves only three fitting parameters, the saturation intensity 𝐼𝑜, the R
parameter and of course the parameter 𝐷𝑐 , corresponding to the dose
that brings the system to saturation. Table 9 shows also the results from
the corresponding analysis using the approach LW E . According to this
Table, two important results can be revealed:

. The two fitting approaches (LW P and LW E) provide results with
excellent agreement when applied to the same curve, namely either
dose response or f(D);
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b

Fig. 5. Deconvolution of LM-OSL decay curve of Quartz originated from Koupa, Greece,
using the LW P approach. Four individual components were used; these along with the
final fit are presented as continuous lines, while data points correspond to experimental
data.

Fig. 6. Deconvolution of CW-OSL decay curve of BeO sample with the LW P approach,
using 2 components. Experimental data are presented as points and the components
along with the final fit as continuous lines.

. Independent fitting of the dose response curve and the corresponding
supralinearity index f(D) for the same dataset results in different
values for the fitting parameters Dc and R. This lack of agreement
could be even of the order of 50%–75% and could be attributed to
the presence of severe supralinearity effects, as it could be easily
revealed by Fig. 7b.

Fig. 8a presents an example of simulated dose response that yields
intense supralinearity (Nikiforov et al., 2014), while Fig. 8b shows
the corresponding supralinearity index f(D) versus dose; the dose re-
sponse data of this latter are not experimental and were selected due
to presence of strong supralinearity. Fitting analysis for both cases
was performed using the TTOR Eqs. (10) and (11) respectively. The
corresponding model involves one more fitting parameter compared
to the corresponding OTOR model, namely the saturation intensity
𝐼𝑜, the 𝛼 parameter that corresponds to the relative population of
the two traps, and of course the dose scaling constant 𝐷𝑐 that has
the same units as the dose; nevertheless, in this model it does not
7

Table 9
Comparison of the parameters 𝐷𝑐 and R between the two methods
using the Lambert W function (OTOR model) for a case of dose
response, and the calculation of supralinearity index in Al2O3:C.

I(D)

LW Python LW Excel

𝐷𝑐 1043 1004
R 0.15 0.16

f(D)

LW Python LW Excel

𝐷𝑐 658 772
R 0.26 0.24

Table 10
Comparison of the parameters 𝐷𝑐 , B and a between the two meth-
ods using the Lambert W function (TTOR model) for a case of
dose response, and the calculation of supralinearity index in an
anion-defective aluminum oxide single crystal.

I(D)

LW Python LW Excel

𝐷𝑐 0.08 0.07
B 3.12 3.55
a 0.05 0.03

f(D)

LW Python LW Excel

𝐷𝑐 0.07 0.07
B 7.45 8.27
a 0.14 0.11

represent the saturation dose. The last fitting parameter, denoted as
B, is a dimensionless parameter that describes the competition ratio.
Similar to all previous cases, the maximum intensity is not presented in
Table 10, that shows the corresponding results from the corresponding
analysis using both approaches LW P and LW E . For all three different
fitting parameters of the TTOR model, the same previous results (a & b)
that were reported for the case of the OTOR model are also dominant,
with one minor exception for the scaling constant Dc; the latter is being
constant, independent on (i) the fitting approach and (ii) whether the
fitting analysis takes place on the dose response or the supralinearity
index f(D).

5. Conclusions

A new, flexible and versatile approach for mathematical formula-
tion of stimulated luminescence phenomena includes the use of the
Lambert W function in a computing environment developed in Python
programming language. This approach was described for the first time
in the literature within the present work. For the case of deconvolu-
tion analysis of stimulated luminescence signals, the specific approach
works efficiently for TL and CW-OSL curves; nevertheless, fine tuning
of the fitting constraints regarding the values of R parameter requires
further work for the case of LM-OSL. For the case of dose response
fitting analysis, this approach enables the easy application of non-
empirical models towards increasing the accuracy of ages within the
region of saturation; this increase in the precision is feasible as the
use of Lambert W function will decrease substantially the error of the
equivalent dose calculation within the saturation region. Further work
is required in order to better comprehend the physical meaning in
the selection of fitting parameters. Simultaneous fitting of both dose
response and supralinearity index f(D) curves might result in better
understanding of both competition as well as non-linear effects. Taking
into account that Python is an accessible tool for every researcher
with a vast number of libraries to use as well as a huge repository
of examples, it is an excellent tool for stimulated luminescence curve
deconvolution and fitting analysis.
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Fig. 7. (a) Analysis of a TL dose response curve of the main dosimetric peak (150–230 ◦C) of Al2O3 : C at room temperature and (b) its supralinearity index with the OTOR
model.
Fig. 8. Analysis of a dose response curve (a) and the corresponding supralinearity index (b) of an anion-defective aluminum oxide single crystal based on the TTOR model, using
the LW P approach. (Nikiforov et al., 2014).
6. Sharing the scripts

The scripts, along with documentation on how to use them, are
available on GitHub (https://github.com/kpreveza/Stimulated-Lumine
scence).
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